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Executive Summary 
 

The overall aim of SealedGRID is to design, analyze and implement a scalable, highly trusted and 

interoperable Smart Grid (SG) security platform. To do this, the SealedGRID will provide an 

innovative platform that will abide by the existing standardization work and will be directly utilized 

by the diverse SG shareholders, so that they can provide or apply new security and interconnection 

tools in such application domains. 

In this case, Deliverable 5.1 is devoted to the documentation of the initial stable version of the 

design and implementation of the hybrid access control mechanism based on RBAC (Role-Based 

Access Control) and ABAC (Attribute-Based Access Control), as proposed in Task 5.1. In this 

document, the architecture of a global authorization component is proposed for any Smart Grid 

scenario, also introduced in the document D2.1. This component is modeled following a hierarchical 

architecture composed by different authorization entities, which effectively manage the access to 

the different resources within the grid infrastructure based on well-defined policy rules, while also 

taking into consideration the security state of such resources (per domains or substations) by means 

of a context-awareness module (described in more detail in D5.2). 

As proposed initially, Task 5.1 focuses on the authorization mechanisms of authenticated SG entities. 

In particular, this task proposes a hybrid access control mechanism based on RBAC and ABAC, which 

leverages fine-grained policies with simplicity and ease of maintenance. To this end, this task also 

implements the extensions required to the policy language XACML (eXtensible Access Control 

Markup Language) in order to manage and support the different and hybrid RBAC/ABAC policies.  

This authorization mechanism will also highly interact with some of the goals to be implemented in 

Task 5.2 to enable a complete interoperability among all the different security components. 
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1 Introduction  
 

The traditional models of electric grid, based on centralized systems for the production and 

distribution of energy, have changed dramatically over the recent years. The integration of top-

notch technologies that are not usual in critical infrastructures, such as Internet of Things (IoT) or Big 

Data, have favored the evolution towards a more dynamic and interconnected power network 

model, which is currently known as Smart Grid (SG). 

The contributions of the SG appear as a consequence of the introduction of a two-way flow of 

information between producers and customers, from which both of them can benefit. This flow 

enables a fine-grain consumption metering, which is reported back in near real time to the:  

1) respective energy service providers to provide updated pricing data to the consumers; or 

2) control utilities to manage in real time the energy load in the grid according to the real 

demand.  

This way, the utility company can carry out accurate procedures of Demand Response, by 

anticipating high peaks of demand, avoiding and mitigating power outages and accommodating the 

load of the available generators. On the other hand, the consumers can participate in programs to 

reduce electricity use when the price of energy rises, while they can be able to sell the (renewable) 

electricity generated at home (by means of solar panels, for instance), thereby becoming the so-

called microgrids. 

The aforementioned model of metering is referred to as Advanced Metering Infrastructure (AMI). 

From a technical point of view, this infrastructure embodies a plethora of interconnected elements 

that collect the consumption data measured in the households to later be transferred it to utilities 

through aggregation points and where part of this information is analyzed by means of Meter Data 

Management Systems (MDMS). Consequently, the process of data acquisition and processing to 

conduct further control procedures entails industrial and information technology equipment (which 

is integrated across the entire infrastructure) as well as the correct usage of devices and resources 

by all the stakeholders involved. At the same time, the increasing complexity of this architecture for 

the retrieval of metering information and the consequent control of the electricity generation has 

favored the appearance of cyber-security attacks that may jeopardize the availability of resources 

and hence put the stability of the grid at risk. 

In this complex environment, access control is essential to manage the permissions of all users, 

processes and heterogeneous devices that continuously interact within the infrastructure. 

Therefore, it becomes mandatory to study the full range of requirements of this scenario to 

accurately apply the available solutions and proposes a hybrid access control mechanism. This is the 

aim of Task 5.1, which is addressed in this document and whose aims is to define fine-grained 

policies by means of an authorization component that flexibly accommodates all these requirements 

in a modular way. More specifically, this component is based on the grid architecture proposed in 

previous documents of SealedGRID to implement a hierarchical authorization framework over the 

different devices.  
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2. To define the global policy and roll out updates to the entire set of domains. Eventually, the 

PDP-Cloud performs individual access decisions that involve the use of resources between 

different utilities. 

As for the architectural design of this PDP entity, it is composed by two chief components, which are 

depicted in detail in Figure 5: 

 

 

Figure 5. Architecture of components of the PDP Cloud [ALC19] 
 

● PDP manager: its main operation is to validate the authentication tokens provided by each 

entity and perform the access decision based on the received request, the defined policy 

rules and the information of the context (provided by the Context awareness manager). 

Concretely, it comprises the following internal modules: 

○ Authentication module: this module is required to validate the identity of the 

entities that submit the access request. It involves not only SealedGRID devices 

(which may perform a local authentication using SOMA), but also human operators, 

engineers or customers using mobile devices, for which the use of OpenID protocol 

might be required. In general, this module accepts any token that have previously 

been signed with the appropriate certificates of authority. Once they have been 

validated, the token is processed with the access manager. 

○ Access manager: it is the core of the PDP manager, where the access decision is 

computed taking into consideration the access token received and the information 

of the context (which informs about the security state of the elements involved in 

the requested access). These tokens contain information about the previous 

authentication process and specific information generated by the PEP request; at 

least, the identity of the resource requested and its corresponding domain, together 

with the action to be performed. Based on this information and the RBAC-based 

policy defined (including roles and permissions, which is retrieved from XACML 

(eXtensible Access Control Markup Language) databases and cached locally, as 

explained later), the access decision is finally computed. 
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○ Access prioritization manager: it is activated with higher priority to compute rapid 

access decisions in the event that potential threats are detected by the Context 

Awareness Manager. For this reason, it receives feedback from the risk assessment 

manager. In any other case, it provides input to the access manager by serving 

information about the security state of the network in the zones concerned by the 

requested access, in order to compute a decision. 

○ Policy readjustment: this module performs advanced analytics procedures to gain 

insight from the previous access requests and data retrieved by the distributed 

context-awareness modules within the SG infrastructure. Its aim is to redefine the 

policy rules based on environmental and security conditions that may fluctuate over 

time. In this sense, Section 7 addresses the possibility of integrating further auditing 

procedures at this point, possibly using the Blockchain technology. 

● Context Awareness manager (PIP): it has the responsibility to retrieve and gather the 

information provided by the distributed elements of the Smart Grid network, provided by 

their embedded context-awareness modules (that implement the PIP functionality for all the 

SealedGRID devices), whose functionality is extensively explained in Section 4. The context 

awareness manager is structured into different modules: 

○ Context data normalizer: this element is in charge of gathering the data from the 

local context awareness modules embedded on the SealedGRID devices, and 

normalize this information to extract multiple indicators and filter out noise. The 

goal is to provide profitable useful and accessible information in real time to inform 

the rest of the PDP modules about the security state of the network.  

○ Risk assessment manager: as introduced before, this module computes health 

indicators to identify potential anomalies caused by anomalies measured by the 

context awareness modules of each device. This is represented with global and local 

health indicators, as described in Section 4. 

○ Early warning manager and alert manager: their aim is to analyze the most critical 

threats detected to rapidly alert the operators and activate protection mechanisms 

that successfully reduce the impact on the system. At the same time, this 

information is loaded in a database for future risk assessments, in which a set of 

parameters are evaluated, such as the frequency of attacks, the criticality of the 

affected resources, etc. 

In order to better explain the dynamic interaction between the modules of these two chief 

components (PDP manager and Context Awareness manager), Figure 6 shows the sequence diagram 

that represents the authorization flow in a general basis. Firstly, the remote PEP generates a token 

that is signed with its own certificate of authority (i.e., either with SOMA or a federated login), which 

is validated once it reaches the PDP (through the Authentication module), and then the token can be 

processed by the access manager. In order for it to compute a decision, it firstly checks whether the 

request matches the system access control policy; at this point, if the permissions are insufficient, 

the access cannot be granted and the decision token is returned to the PEP. Otherwise, the security 

state of the network is checked for the resources to be accessed, for which the Context Awareness 

manager is leveraged.  
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More specifically, the Access manager queries the Access prioritization manager, which is 

permanently fed with the information provided by the Risk assessment, which is always assessing 

the security state of the network in real time. As depicted in Figure 5, this module receives input 

from a correlator, which analyses the information provided by the local PIPs installed in every 

SealedGRID device. For this task, the Context Awareness mechanism makes use of the Opinion 

Dynamics algorithm, which will be further addressed in Section 4.  

Back in the PDP manager, once the Access manager has the security-related information about the 

concerned resources, it finally computes an access decision, which is notified to the PEP by means of 

a token. Also, as an additional step, this decision is stored in a historical database for accountability 

purposes, which helps to debug and enhance the current security access control policy through 

advanced readjustment mechanisms, which will also be explained in Section 7.  

 

 

Figure 6. Sequence diagram for the authorization flow on the PDP-Cloud 
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3.2 Local Policy Decision Point 
 

As introduced before, we establish the two classes of PDPs to reduce the overhead introduced in the 

decision computation: the PDP-Cloud, which has been already described, and the Local PDP, which is 

present in each utility and its delegated aggregators. Compared to the global PDP-Cloud, the 

responsibility of this entity is essentially the same from the authorization perspective: to grant or 

deny access for the different PEPs that request it, based on the security policies defined. However, 

the level of these decisions is now hierarchically lower (see also Figure 7): whereas the PDP-Cloud 

process every access decision that involves interactions between different utilities, the Local PDP 

handles requests that concern accesses within the own domain controlled by that utility. 

Additionally, we must note that the local PDP lacks the policy readjustment module in charge of 

altering the global policy over time, based on the received requests and the security state of the 

network in real time. In this sense, every Local PDP located at the utility level will be notified with 

the updates performed by the PDP-Cloud every time the policy is readjusted. Then, these changes 

are subsequently rolled out in cascade to the delegated Local PDPs located in the individual 

aggregators deployed over the grid. 

 

 

Figure 7. Architecture of components of the Local PDP [ALC19] 

 

4 Development of a context awareness mechanism  

 

As explained before, the PDPs grant access to the grid resources depending on both static conditions 

(i.e., the access control policies based on RBAC and ABAC, which will be addressed in further 

sections) and the security state of the network and the environmental features that affect the assets 

whose access is requested. This information is provided at all times by a Context-Awareness module 

embedded in every component of the SealedGRID architecture (except for legacy devices, whose 

particularities in this concern will be addressed in the end). This module hence implements the PIPs, 
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